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Abstract

The power of video over still images is the ability to
represent dynamic activities. But video browsing and re-
trieval are inconvenient due to inherent spatio-temporal re-
dundancies, where some time intervals may have no activ-
ity, or have activities that occur in a small image region.
Video synopsis aims to provide a compact video representa-
tion, while preserving the essential activities of the original
video.

We present dynamic video synopsis, where most of the
activity in the video is condensed by simultaneously show-
ing several actions, even when they originally occurred at
different times. For example, we can create a ”stroboscopic
movie”, where multiple dynamic instances of a moving ob-
ject are played simultaneously. This is an extension of the
still stroboscopic picture.

Previous approaches for video abstraction addressed
mostly the temporal redundancy by selecting representa-
tive key-frames or time intervals. In dynamic video synopsis
the activity is shifted into a significantly shorter period, in
which the activity is much denser.

Video examples can be found online in
http://www.vision.huji.ac.il/synopsis

1. Introduction

Video synopsis (or abstraction) is a temporally compact
representation that aims to enable video browsing and re-
trieval. We present an approach to video synopsis which
optimally reduces the spatio-temporal redundancy in video.
As an example, consider the schematic video clip repre-
sented as a space-time volume in Fig. 1. The video begins
with a person walking on the ground, and after a period of
inactivity a bird is flying in the sky. The inactive frames
are omitted in most video abstraction methods. Video syn-
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opsis is substantially more compact, by playing the person
and the bird simultaneously. This makes an optimal use of
image regions by shifting events from their original time in-
terval to another time interval when no other activity takes
place at this spatial location. Such manipulations relax the
chronological consistency of events as was first presented
in [14].

t

Input videoVideo synopsis

Figure 1. The input video shows a walking person, and after a pe-
riod of inactivity displays a flying bird. A compact video synopsis
can be produced by playing the bird and the person simultane-
ously.

The dynamic video synopsis suggested in this paper is
different from previous video abstraction approaches (re-
viewed in Sec. 1.1) in the following two properties: (i) The
video synopsis is itself a video, expressing the dynamics
of the scene. (ii) To reduce as much spatio-temporal redun-
dancy as possible, the relative timing between activities may
change. The later point allows for the unique contributions
in this paper.

In Sec. 2 we describe a low-level method to produce
the synopsis video using optimizations on Markov Random
Fields [9].

In Sec. 3 we present an object-based approach in which
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objects are extracted from the input video. Similar moving
object detection was also done in other object-based video
summary methods [7, 5, 16]. However, these methods use
object detection for identifying significant key frames and
do not combine activities from different time intervals. The
detection of moving objects, as was used in our experiments
is described in Sect. 1.2.

One of the options presented in this work is the ability
to display multiple dynamic appearances of a single object.
This effect is a generalization of the “stroboscopic” pictures
used in traditional video synopsis of moving objects [6, 1].

Since this work presents a video-to-video transforma-
tion, the reader is encouraged to view the video examples
in http://www.vision.huji.ac.il/synopsis.

1.1. Related Work on Video Abstraction

There are two main approaches for video synopsis (or
video abstraction). In one approach, a set of salient images
(key frames) is selected from the original video sequence.
The key frames that are selected are the ones that best rep-
resent the video [7, 18]. In another approach a collection of
short video sequences is selected [15]. The second approach
is less compact, but gives a better impression of the scene
dynamics. Those approaches (and others) are described in
comprehensive surveys on video abstraction [10, 11].

In both approaches above, entire frames are used as the
fundamental building blocks. A different methodology uses
mosaic images together with some meta-data for video in-
dexing [6, 13, 12]. In this case the static synopsis image
includes objects from different times.

1.2. Activity Detection

This work assumes that every input pixel has been la-
beled with its level of “activity”. Evaluation of the activity
level is out of the scope of our work, and can be done using
one of various methods for detecting irregularities [4, 17],
moving object detection, and object tracking.

We have selected for our experiments a simple and
commonly used activity indicator, where an input pixel
I(x, y, t) is labeled as “active” if its color difference from
the temporal median at location (x, y) is larger than a given
threshold.

Active pixels are defined by the characteristic function

χ(p) =
{

1 if p is active
0 otherwise,

To clean the activity indicator from noise, a median filter is
applied to χ before continuing with the synopsis process.

While it is possible to use a continuous activity mea-
sure, we have concentrated in this paper on the binary case.
A continuous activity measure can be used with almost all
equations in this paper with only minor changes.

2. Video Synopsis by Energy Minimization

Let N frames of an input video sequence be represented
in a 3D space-time volume I(x, y, t), where (x, y) are the
spatial coordinates of this pixel, and 1 ≤ t ≤ N is the frame
number.

We would like to generate a synopsis video S(x, y, t)
having the following properties:

• The video synopsis S should be substantially shorter
than the original video I .

• Maximum “activity” from the original video should
appear in the synopsis video.

• The motion of objects in the video synopsis should be
similar to their motion in the original video.

• The video synopsis should look good, and visible
seams or fragmented objects should be avoided.

The synopsis video S having the above properties is gen-
erated with a mapping M , assigning to every coordinate
(x, y, t) in the synopsis S the coordinates of a source pixel
from I . We focus in this paper on time shift of pixels, keep-
ing the spatial locations fixed. Thus, any synopsis pixel
S(x, y, t) can come from an input pixel I(x, y,M(x, y, t)).
The time shift M is obtained by solving an energy mini-
mization problem, where the cost function is given by

E(M) = Ea(M) + αEd(M), (1)

where Ea(M) indicates the loss in activity, and Ed(M)
indicates the discontinuity across seams. The loss of activ-
ity will be the number of active pixels in the input video I
that do not appear in the synopsis video S,

Ea(M) =
∑

(x,y,t)∈I

χ(x, y, t)−
∑

(x,y,t)∈S

χ(x, y,M(x, y, t)).

(2)
The discontinuity cost Ed is defined as the sum of color

differences across seams between spatiotemporal neighbors
in the synopsis video and the corresponding neighbors in
the input video (A similar formulation can be found in [1]):

Ed(M) =
∑

(x,y,t)∈S

∑
i

‖ S( (x, y, t) + ei ) − (3)

I( (x, y,M(x, y, t)) + ei ) ‖2

where ei are the six unit vectors representing the six
spatio-temporal neighbors. A demonstration of the space-
time operations that create a short video synopsis by mini-
mizing the cost function (1) is shown in Fig. 2.a.
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(a) (b)
Figure 2. In this space-time representation of video, moving ob-
jects created the “activity strips”. The upper part represents the
original video, while the lower part represents the video synopsis.
(a) The shorter video synopsis S is generated from the input video
I by including most active pixels. To assure smoothness, when
pixel A in S corresponds to pixel B in I , their “cross border”
neighbors should be similar.
(b) Consecutive pixels in the synopsis video are restricted to come
from consecutive input pixels.

Notice that the cost function E(M) (Eq. 1) corresponds
to a 3D Markov random field (MRF) where each node cor-
responds to a pixel in the 3D volume of the output movie,
and can be assigned any time value corresponding to an in-
put frame. The weights on the nodes are determined by the
activity cost, while the edges between nodes are determined
according to the discontinuity cost. The cost function can
therefore be minimized by algorithms like iterative graph-
cuts [9].

2.1. Restricted Solution Using a 2D Graph

The optimization of Eq. (1), allowing each pixel in the
video synopsis to come from any time, is a large-scale prob-
lem. For example, an input video of 3 minutes which is
summarized into a video synopsis of 5 seconds results in
a graph with approximately 225 nodes, each having 5400
labels.

It was shown in [2] that for cases of dynamic textures
or objects that move in horizontal path, 3D MRFs can be
solved efficiently by reducing the problem into a 1D prob-
lem. In this work we address objects that move in a more
general way, and therefore we use different constraints.
Consecutive pixels in the synopsis video S are restricted
to come from consecutive pixels in the input video I . Un-
der this restriction the 3D graph is reduced to a 2D graph
where each node corresponds to a spatial location in the
synopsis movie. The label of each node M(x, y) deter-
mines the frame number t in I shown in the first frame
of S, as illustrated in Fig. 2.b. A seam exists between

(a) (b)
Figure 3. The activity in a surveillance video can be condensed
into a much shorter video synopsis. (a) A typical frame from the
original video. (b) A frame from the video synopsis.

two neighboring locations (x1, y1) and (x2, y2) in S if
M(x1, y1) �= M(x2, y2), and the discontinuity cost Ed(M)
along the seam is a sum of the color differences at this spa-
tial location over all frames in S.

Ed(M) =
∑
x,y

∑
i

K∑
t=1

|| S((x, y, t) + ei) − (4)

I((x, y,M(x, y) + t) + ei) ||2

where ei are now four unit vectors describing the four
spatial neighbors.

The number of labels for each node is N − K, where
N and K are the number of frames in the input and output
videos respectively. The activity loss for each pixel is:

Ea(M) =
∑
x,y

(
N∑

t=1

χ(x, y, t) −
K∑

t=1

χ(x, y,M(x, y) + t)).

Fig. 3 shows an original frame, and a frame from a syn-
opsis video that was obtained using this restricted solver.

3. Object-Based Synopsis

The low-level approach for dynamic video synopsis as
described earlier is limited to satisfying local properties
such as avoiding visible seams. Higher level object-based
properties can be incorporated when objects can be de-
tected. For example, avoiding the stroboscopic effect re-
quires the detection and tracking of each object in the vol-
ume. This section describes an implementation of object-
based approach for dynamic video synopsis. Several object-
based video summary methods exist in the literature (for ex-
ample [7, 5, 16]), and they all use the detected objects for
the selection of significant frames. Unlike these methods,
we shift objects in time and create new synopsis frames that
never appeared in the input sequence in order to make a bet-
ter use of space and time.

Moving objects are detected as described in Sec. 1.2 by
comparing each pixel to the temporal median and threshold-
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Figure 4. A few examples for a schematic temporal rearrangement
of objects. Moving or active objects created the “activity strips”.
The upper parts represents the original video, and the lower parts
represent the video synopsis.
(a) Two objects recorded at different times are shifted to the same
time interval in the video synopsis.
(b) A single object moving during a long period is broken into
segments having a shorter time intervals, and those are played si-
multaneously creating a dynamic stroboscopic effect.
(c) Intersection of objects does not disturb the synopsis when ob-
ject volumes are broken into segments.

ing this difference. This is followed by noise cleaning us-
ing a spatial median filter, and by grouping together spatio-
temporal connected components. This process results in a
set of objects, where each object b is represented by its char-
acteristic function

χb(x, y, t) =
{

1 if (x, y, t) ∈ b
0 otherwise,

(5)

From each object, segments are created by selecting sub-
sets of frames in which the object appears. Such segments
can represent different time intervals, optionally taken at
different sampling rates.

The video synopsis S will be constructed from the input
video I using the following steps:

1. Objects b1 . . . br are extracted from the input video I .

2. A set of non-overlapping segments B is selected from
the original objects.

3. A temporal shift M is applied to each selected seg-
ment, creating a shorter video synopsis while avoid-
ing occlusions between objects and enabling seamless
stitching. This is explained in Fig. 1 and Fig. 4. An
example is shown in Fig. 5.

Steps 2 and 3 above are inter-related, as we would like to
select the segments and shift them in time to obtain a short
and seamless video synopsis.

In the object based representation, a pixel in the result-
ing synopsis may have multiple sources (coming from dif-
ferent objects) and therefore we add a post-processing step
in which all objects are stitched together. The background
image is generated by taking a pixel’s median value over all
the frames of the sequence. The selected objects can then
be blended in, using weights proportional to the distance (in
RGB space) between the pixel value in each frame and the
median image. This stitching mechanism is similar to the
one used in [6].

We define the set of all pixels which are mapped to a
single synopsis pixel (x, y, t) ∈ S as src(x, y, t), and we
denote the number of (active) pixels in an object (or a seg-
ment) b as #b =

∑
x,y,t∈I χb(x, y, t).

We then define an energy function which measures the
cost for a subset selection of segments B and for a temporal
shift M . The cost includes an activity loss Ea, a penalty
for occlusions between objects Eo and a term El penalizing
long synopsis videos:

E(M,B) = Ea + αEo + βEl (6)

where

Ea =
∑

b

#b −
∑
b∈B

#b (7)

Eo =
∑

(x,y,t)∈S

V ar{src(x, y, t)}

El = length(S)

In order to be able to process videos even when the seg-
mentation of moving objects is not perfect, we have penal-
ized occlusions instead of totally preventing them. This oc-
clusion penalty enables flexibility in temporal arrangement
of the objects, even when the segmentation is not perfect,
and pixels of an object may include some background.

Additional term can be added, which bias the temporal
ordering of the synopsis video towards the ordering of the
input video.

Minimizing the above energy over all possible segment-
selections B and a temporal shift M is very exhaustive due
to the large number of possibilities. However, the problem
can be scaled down significantly by restricting the solutions.
Two restricted schemes are described in the following sec-
tions.

3.1. Video-Synopsis with a Pre-determined Length

In this paragraph we describe the case where a short syn-
opsis video of a predetermined length K is constructed from
a longer video. In this scheme, each object is partitioned
into overlapping and consecutive segments of length K. All
the segments are time-shifted to begin at time t = 1, and we
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Figure 5. One frame from a video synopsis with the dynamic
stroboscopic effect as illustrated in Fig. 4.b. The video is in
http://www.vision.huji.ac.il/synopsis.

are left with deciding which segments to include in the syn-
opsis video. Obviously, with this scheme some objects may
not appear in the synopsis video.

We first define an occlusion cost between all pairs of seg-
ments. Let bi and bj be two segments with appearance times
ti and tj , and let the support of each segment be represented
by its characteristic function χ (as in Eq.5).

The cost between these two segments is defined to be the
sum of color differences between the two segments, after
being shifted to time t = 1.

v(bi, bj) =
∑

x,y,t∈S

(I(x, y, t + ti) − I(x, y, t + tj))2 · (8)

·χbi
(x, t, t + ti) · χbj

(x, t, t + tj)

For the synopsis video we select a partial set of segments
B which minimizes the cost in Eq. 6 where now El is con-
stant K, and the occlusion cost is given by

Eo(B) =
∑

i,j∈B

v(bi, bj) (9)

To avoid showing the same spatio-temporal pixel twice
(which is admissible but wasteful) we set v(bi, bj) = ∞ for
segments bi and bj that intersect in the original movie. In
addition, if the stroboscopic effect is undesirable, it can be
avoided by setting v(bi, bj) = ∞ for all bi and bj that were
sampled from the same object.

Simulated Annealing [8] is used to minimize the energy
function. Each state describes the subset of segments that
are included in the synopsis, and neighboring states are
taken to be sets in which a segment is removed, added or
replaced with another segment.

(a) (b)

(c)
Figure 6. An example when a short synopsis can describe a longer
sequence with no loss of activity and without the stroboscopic ef-
fect. Three objects can be time shifted to play simultaneously. (a)
The schematic space-time diagram of the original video (top) and
the video synopsis (bottom). (b) Three frames from original video.
(c) One frame from the synopsis video.

After segment selection, a synopsis movie of length K is
constructed by pasting together all the shifted segments. An
example of a synopsis using this approach is given in Fig. 5

3.2. Lossless Video Synopsis

For some applications, such as video surveillance, we
may prefer a longer synopsis video, but in which all activ-
ities are guaranteed to appear. In this case, the objective
is not to select a set of object segments as was done in the
previous section, but rather to find a compact temporal re-
arrangement of the object segments.

Again, we use Simulated Annealing to minimize the en-
ergy. In this case, a state corresponds to a set of time shifts
for all segments, and two states are defined as neighbors if
their time shifts differ for only a single segment. There are
two issues that should be notes in this case:

• Object segments that appear in the first or last frames
should remain so in the synopsis video. (otherwise
they may suddenly appear or disappear). We take care
that each state will satisfy this constraint by fixing the
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Figure 7. When a camera tracks the running lioness, the synop-
sis video is a panoramic mosaic of the background, and the fore-
ground includes several dynamic copies of the running lioness.

temporal shifts of all these objects accordingly.

• The temporal arrangement of the input video is com-
monly a local minima of the energy function, and
therefore is not a preferable choice for initializing the
Annealing process. We initialized our Simulated An-
nealing with a shorter video, were all objects overlap.

An example of a synopsis using this approach is given in
Fig. 6

4. Panoramic Video Synopsis

When a video camera is scanning a scene, much redun-
dancy can be eliminated by using a panoramic mosaic. Yet,
existing methods construct a single panoramic image, in
which the scene dynamics is lost. Limited dynamics can be
represented by a stroboscopic image [6, 1, 3], where moving
objects are displayed at several locations along their paths.

A panoramic synopsis video can be created by simulta-
neously displaying actions that took place at different times
in different regions of the scene. A substantial condensation
may be obtained, since the duration of activity for each ob-
ject is limited to the time it is being viewed by the camera.
A special case is when the camera tracks an object (such as
the running lioness shown in Fig. 7). In this case, a short
video synopsis can be obtained only by allowing the Stro-
boscopic effect.

Constructing the panoramic video synopsis is done in a
similar manner to the regular video synopsis, with a pre-
liminary stage of aligning all the frames to some reference
frame.

5. Surveillance Examples

An interesting application for video synopsis may be the
access to stored surveillance videos. When it becomes nec-
essary to examine certain events in the video, it can be done
much faster with video synopsis.

Fig. 6 gives an example of the power of video synopsis
in condensing all activity into a short period, without losing
any activity. This was done using a video collected from a
camera monitoring a coffee station. Two additional exam-
ples are given from real surveillance cameras. Fig. 8 uses
a video captured by a camera watching a city street, with

(a)

(b) (c)
Figure 8. Video synopsis from street surveillance. (a) A typical
frame from the original video (22 seconds). (b) A frame from a
video synopsis movie (2 seconds) showing condensed activity. (c)
A frame from a shorter video synopsis (0.7 seconds), showing an
even more condensed activity.

(a) (b)
Figure 9. Video synopsis from fence surveillance. (a) A frame
from the original video. (b) A frame from a video synopsis, show-
ing simultaneously several occurrences of the crawling and walk-
ing soldiers.

pedestrians occasionally crossing the field of view. Many
of them can be collected into a very condensed synopsis.
In Fig. 9 video synopsis is applied to video from a camera
monitoring a security fence. There is very little activity near
the fence, and from time to time we can see a soldier crawl-
ing towards the fence. The video synopsis shows all in-
stances of crawling and walking soldiers simultaneously, or
optionally making the synopsis video even shorter by play-
ing it stroboscopically.

6. Video Indexing Through Video Synopsis

Video synopsis can be used for video indexing, provid-
ing the user with efficient and intuitive links for accessing
actions in videos. This can be done by associating with ev-
ery synopsis pixel a pointer to the appearance of the corre-
sponding object in the original video.
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In video synopsis, the information of the video is pro-
jected into the ”space of activities”, in which only activities
matter, regardless of their temporal context (although we
still preserve the spatial context). As activities are concen-
trated in a short period, specific activities in the video can
be accessed with ease.

7. Discussion

Video synopsis has been proposed as an approach for
condensing the activity in a video into a very short time
period. This condensed representation can enable efficient
access to activities in video sequences.

Two approaches were presented: one approach uses low-
level graph optimization, where each pixel in the synopsis
video is a node in this graph. This approach has the ben-
efit of obtaining the synopsis video directly from the in-
put video, but the complexity of the solution may be very
high. An alternative approach is to first detect moving ob-
jects, and perform the optimization on the detected objects.
While a preliminary step of motion segmentation is needed
in the second approach, it is much faster, and object based
constraints are possible.

The activity in the resulting video synopsis is much more
condensed than the activity in any ordinary video, and view-
ing such a synopsis may seem awkward to the non experi-
enced viewer. But when the goal is to observe much in-
formation in a short time, video synopsis delivers this goal.
Special attention should be given to the possibility of ob-
taining dynamic stroboscopy. While allowing a further re-
duction in the length of the video synopsis, dynamic stro-
boscopy may need further adaptation from the user. It does
take some training to realize that multiple spatial occur-
rences of a single object indicate a longer activity time.

While we have detailed a specific implementation for
dynamic video synopsis, many extensions are straight for-
ward. For example, rather than having a binary “activity”
indicator, the activity indicator can be continuous. A con-
tinuous activity can extend the options available for creating
the synopsis video, for example by controlling the speed of
the displayed objects based on their activity levels.

Video synopsis may also be applied for long movies con-
sisting of many shots. Theoretically, our algorithm will not
join together parts from different scenes due to the occlu-
sion (or discontinuity) penalty. In this case the simple back-
ground model used for a single shot has to be replaced with
an adjustable background estimator. Another approach that
can be applied in long movies is to use an existing method
for shot boundary detection and create video synopsis on
each shot separately.
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